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About me

• Worked in the EPPI-Centre, UCL for 
a long time

• Systematic reviews – mostly for 
Department of Health & Social Care 
/ PHE

• Addressing questions beyond 
effectiveness

• Long-standing area of work in 
making the review process more 
efficient using new technologies



Outline

• Automation in systematic reviews: the story 
so far

• Newer technologies using new enablers

• Generative Large Language models

• How can they be used (in reviews)?

• When can they be trusted?

• Are they a gamechanger?



Automation in systematic reviews: what can be 
done?

Study identification:

• Citation screening

• Updating reviews

• RCT classifier

Mapping research activity

Data extraction

• Risk of Bias assessment

• Other study characteristics

• Extraction of statistical data

Synthesis and conclusions

More 

evidence of 

effectiveness
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Automation in systematic reviews: what can be 
done?

Study identification:

• Citation screening

• Updating reviews

• RCT classifier

Mapping research activity

Data extraction

• Risk of Bias assessment

• Other study characteristics

• Extraction of statistical data

Synthesis and conclusions

Easier for 

automation 

to solve 

these 

problems



‘Traditional’ tools

• For example

• Ranking and re-ranking records when screening titles & 
abstracts

• Automatically ‘clustering’ records to enable us to 
explore datasets

• Classification (e.g. RCT Classifier) where we can 
‘teach’ the machine to perform certain tasks (usually IF 
we have lots of training data…)

• We feel we know where we are with these kinds of tools

• They are useful, not game-changing



Enablers of a new generation of digital evidence 
synthesis tools

Increased availability of 
open access research

Increased computing power 
(both memory + compute)

Advances in machine 
learning technology



New generation of 
‘AI’ tools

‒ Promise to do more than achieve minor increases in 
efficiency

‒ At times, change the review process more fundamentally

‒ More unsettling

‒ Appear to ‘understand’ language

‒ They can answer questions

‒ They can synthesize knowledge

‒ But can we use them?



New approaches: 
more contextually 
‘aware’ classification

‒ The theory:

‒ When a human reads, they read in the light of 
their pre-existing knowledge

‒ The previous examples do not do that

‒ Is it possible to address this using machine 
learning?

‒ Word embeddings

‒ E.g. Word2Vec

‒ Transformer models

‒ E.g. BERT (Bidirectional Encoder 
Representations from Transformers)

‒ LARGE ‘generative’ transformer models

‒ Key to bear in mind: these are all (sophisticated) 
statistical representations of words / phrases that 
tend to ‘go together’



Starting points

Decisions that affect people’s lives should be informed by reliable 
research

Individual research studies can 
be atypical; we need to draw on 
the sum of current knowledge

Therefore we use evidence synthesis

Evidence syntheses can be 
unreliable for two reasons:

They have been conducted badly

The research they contain is unreliable



Critical questions to ask when considering using 
a new tool for evidence synthesis

Does it enable me to draw on the sum of 
current knowledge?

Or does it present an incomplete or biased picture?

Does it enable me to distinguish between 
reliable and unreliable research?

Or does it treat all research as equally reliable?



Continuous update of reviews in EPPI-
Reviewer
Maintains a ‘surveillance’ of the literature as 

it emerges to maintain reviews up to date
Papers included in 

systematic reviews 

in EPPI-Reviewer

Machine learning models ‘learn’ the scope 

of each review based on included studies

New papers are 

automatically added 

to reviews
New papers arrive 

every month

Review 1

Review 2

Review 3

Possibility of bespoke 

automation in each 

review



For example… full workflow in our 
map of COVID-19 research

Genetics / 

Biology

Transmission / 

Risk / Prevalence

Social / Economic 

/ Indirect Impacts

Diagnosis

Treatment 

Evaluation

Case Study - 

Organisation

Case Reports 

(Patients)

Treatment 

Development

Mental Health 

Impacts

Vaccine 

Development

Long COVID

Can’t tell

Human judgement required 

when machine is ‘unsure’

From our initial purely manual workflow, we have now 

moved to a position where almost all of the work is 

carried out by automation tools and technologies



Does it enable me to draw on the sum 

of current knowledge?

Does it enable me to distinguish 

between reliable and unreliable 

research?



Why is this trustworthy?

Not too far from ‘traditional’ methods

Its dataset has been validated as being sufficiently 
comprehensive for this task

It uses machine learning, but in ‘standard’ ways: training data are 
used to build a model and a transformer language model is used, 
but not in a ‘generative’ way



But…

• While this work built on enablers – open 
access data, more compute power and 
advances in NLP…

• Training data was needed (in our case A 
LOT)

• The digital evidence synthesis tools were 
partly developed for the project

• The evidence synthesis team had technical 
development team working with them

• What about more generic and less tailored 
tools?



Language models are statistical 
representations of text

King
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Language models are statistical 
representations of text (newer)
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representations of text
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Language models are statistical 
representations of text

King Queen

man womanPrince
Prince 2

Gantt

King:     (2, 4, 0)

Queen: (6, 4, 0)
Concepts are represented statistically, e.g.: and the ‘distance’ between them is calculable

Prince Madonna 



A simplified example…

‒ The number of dimensions is far larger in reality
‒ Words and phrases are transformed into ‘tokens’

‒ An ‘autoregressive’ training technique is employed
‒ Where the model is repeatedly prompted to predict the next (or missing) token or word

‒ Until the model gets really good at predicting the ‘next’ word: ideal for ‘Chatting’!
        (The G for ‘Generative’ in ChatGPT)



There’s a bit more to it…

The machine 
learning 
model is 
retrained

The model is 
queried

Humans rate 
the quality of 
the model’s 
response

‘Reinforcement learning from human feedback’



0.5612955 , 1.1299446 , 0.9728715 , -2.0274663 , -0.13480362, -0.32903683, 0.05445558, 0.3396681 , 2.2804787 , 0.21918258, -0.8040527 , 0.57802916, 1.5499237 , 0.65074056, -1.1329341 , 1.5346287 , 

1.1056387 , -0.81338847, -0.77086186, 2.0159326 , 0.74501765, -0.84361523, -0.76116586, -0.7393912 , -0.8310912 , -0.37547743, -0.30223647, 1.3822441 , 0.5735449 , -0.7075202 , 1.4674411 , 1.0367076 , 

0.4195457 , 0.07032575, 0.5461151 , 1.0274208 , -0.43383703, -0.5844653 , -0.30994716, 1.1108999 , 0.41510448, 0.48871827, 0.1355271 , 0.36013976, 0.11168488, -0.8826529 , 0.30499974, -0.61958724, -

0.2992075 , -0.9153922 , 1.4303995 , -2.143742 , -1.3098366 , -1.9727714 , -0.5952378 , -2.0227675 , 0.94524324, -1.004996 , -1.0936812 , 0.8475377 , -0.04597179, -0.87542784, -1.2497298 , -1.3966353 , 

2.8761642 , -0.3466132 , 0.46695757, -0.5005884 , 0.75134224, 0.7692324 , -0.5606033 , -0.5102332 , 1.3672296 , -0.23489341, -0.68080986, -1.5516366 , 0.27852532, -0.5363913 , -0.9082526 , 0.9472602 , 

0.55667245, -0.38081473, 0.10447164, 1.6861861 , 0.6372483 , 0.03704179, 0.33572093, -0.88158923, -0.25084883, -1.421447 , -0.5907105 , -2.6695375 , -0.8212619 , 1.0108871 , -0.26738352, -1.6806457 , 

0.81733227, -0.1336074 , -1.6532707 , 0.93995106, 1.1997263 , -1.7681605 , 0.3284237 , 1.3284506 , 0.606762 , 0.2820438 , 0.751698 , 1.8635471 , -1.0505464 , 0.16111302, -0.52447796, 1.1326048 , 

0.7336272 , -0.6647188 , 1.1761007 , -0.49352354, 0.57067615, -0.1171355 , 0.8228164 , -0.6415985 , -1.6592147 , 0.75105697, -0.78253466, -0.34324995, -0.10337649, 2.0728226 , 0.99076116, 0.5624714 , 

0.15352091, -0.21713643, -1.15187 , -0.85953104, 1.1668894 , 0.09192838, -0.81908894, -0.75351906, -0.1239604 , -1.7599512 , -2.1893306 , 1.4582725 , 2.9457908 , 1.089449 , 0.70196784, 0.42033568, 

0.9208166 , -0.34742194, 2.071955 , 0.22992246, -2.0422912 , -1.0116596 , 0.32959062, -1.0405371 , 1.1209227 , 0.8774854 , -0.17296812, -0.41895622, -0.13652393, 0.16251555, 1.4712256 , 0.5578942 , -

0.3657902 , -0.95633155, -0.42578706, -1.1825705 , 0.18192613, -0.02276774, 1.2800096 , 1.8663584 , 0.9901055 , -1.0660484 , 0.6202234 , -0.60894907, 1.2349272 , 0.44403726, 1.662781 , -0.8934196 , -

0.46438336, 0.08619614, -0.5346932 , 0.48250633, 0.26672068, -0.34593806, -1.3715904 , 0.18754947, 1.2746327 , 0.13625413, 1.0012813 , -0.18994598, 1.5232059 , -1.9309542 , -0.05171094, -0.01452048, 

-1.1711264 , 0.94736946, 1.1586335 , 0.65002453, 0.6733334 , 0.5109868 , -0.25443774, -2.7273757 , -0.7815442 , -1.4059012 , 0.46533433, 0.4109342 , 0.41299063, -1.7656476 , -0.2189122 , -0.28390917, 

0.03074477, 0.6338733 , 0.6211466 , -0.36522087, 1.6005188 , 1.1257328 , -2.372209 , -0.467199 , 1.3247668 , -0.5400289 , -1.3685464 , 0.3907312 , -0.761492 , -0.14611599, -1.2543803 , 0.6881751 , 

0.34454972, -0.09929945, 0.13341972, -0.19479875, 1.1535971 , -0.42028165, 0.9146454 , 0.4102103 , 1.1793677 , -0.53698844, -0.9854983 , -1.4545729 , 0.24669233, 0.87624246, -0.2645415 , -1.4671133 , -

0.13943765, 0.6430377 , 1.5749121 , 0.7796906 , -0.83341825, -0.92222565, -0.47256988, 0.74597293, -1.0396717 , 0.95700294, 1.3955806 , -0.6511048 , 0.42600402, -0.44701585, -0.6163813 , 0.04587703, 

1.0759187 , 0.5650038 , -0.5214084 , 0.604905 , 0.24392536, 0.14997336, -0.07928943, 1.568377 , 0.39825526, 1.7597196 , -0.62469846, -0.39041552, -0.86050606, 0.1927259 , -0.4409482 , -0.5748233 , -

0.21586327, -0.9394147 , 2.6321523 , -0.74704885, 0.08253917, -0.73037606, -1.3773339 , -0.47040024, -0.53808755, 0.14478745, -0.94596976, -0.372629 , -1.0443537 , 0.16675279, 1.0798821 , -1.1194795 , 

0.44397148, -0.28916225, -1.450958 , -0.31284752, 1.224767 , 0.31830314, 1.503878 , -1.2882903 , 1.6679499 , 0.5689446 , 0.51192135, -0.71981895, -1.4971635 , -0.1267759 , 0.592088 , -0.32583958, 

1.6665424 , -0.41918612, 0.32125124, 0.3625338 , -1.1129429 , -1.4696577 , -0.23454829, -0.03279934, -0.5634047 , -0.26229915, 3.239043 , -0.36841798, -0.56985295, 1.0132145 , 0.41747174, -0.81635076, 

0.01340658, -1.8803991 , -0.644426 , 0.43121806, 1.6682546 , 0.463826 , 0.62536204, 1.9828627 , -0.43227702, 0.22960821, -0.05982888, 0.75194085, -0.43172663, 0.30143362, 1.055497 , 1.2452459 , 

1.5886753 , -0.11605314, 0.3271965 , 0.0393238 , 0.9981085 , -0.5274931 , -0.1478246 , -0.72646713, 1.0204138 , -0.38262668, 0.28321153, 0.6590247 , -0.7884507 , 0.46748298, -0.55684215, -1.2210258 , -

0.46441945, 0.96215904, 0.13216475, 0.9404031 , 0.1538197 , -1.385042 , 0.9864742 , -0.6653904 , 0.40787053, 0.6800724 , -0.13376394, 0.40357614, -0.60441935, 1.1959788 , -1.6439493 , -0.0397818 , -

0.9329875 , -0.91286147, -0.58038425, 0.8014746 , 0.23950545, -1.7869186 , -2.868422 , 1.3606861 , 0.27332968, -0.9595048 , 0.52813077, 0.44715285, 0.48488703, -1.5418613 , 0.10535447, 0.5774134 , 

0.05999901, 0.3217463 , 0.6468502 , 0.6737492 , 0.3802766 , 1.7657831 , 1.084834 , -1.0477906 , 1.2065078 , 0.46400985, 1.5231433 , 1.115505 , -0.42537323, 0.50215423, -1.0185399 , 0.6971652 , -

0.21474285, -0.23368108, 1.2077718 , 0.23702975, 0.68459666, 1.0435107 , 0.07681577, 2.064424 , 0.71740115, -0.98608893, -0.34658673, -0.50444365, -0.85332376, -0.6582096 , 0.14033853, 0.8501948 , 

2.1648812 , 0.62689817, -0.24951704, -0.15781371, -0.5667149 , 0.14829585, -0.50925255, 0.962078 , 1.39586 , 1.9487044 , 0.5931681 , -1.1397479 , -1.1440156 , 0.85689527, -1.2952162 , -0.01470767, 

0.16590855, 0.15810151, 1.8429034 , 0.21599555, -0.25365713, -1.8120378 , -0.19626 , -0.48871103, -0.83017236, 0.64444566, -0.47105736, -0.44756976, 0.5171319 , 0.46444955, 0.7975272 , 0.6541393 , 

0.22052422, 1.378772 , 1.2350448 , -1.1513637 , 0.5209547 , 2.0926661 , -1.2648484 , -0.35848397, -1.6014118 , 0.03104745, -0.10348821, 0.88354635, -0.7712678 , 0.98592967, 1.8827852 , -0.24868444, 

0.25038025, -1.6391615 , 0.13387363, -0.6767992 , 0.13531561, 0.7982057 , 0.15310004, 0.10904588, 0.60162365, -0.93908596, -0.45483 , -1.1771581 , -0.3340648 , 1.0824728 , 1.2668839 , -0.7582264 , 

0.08202703, 0.6041807 , -0.8805498 , -0.4201395 , -0.40139237, -0.1506639 , -0.4304757 , 0.0827177 , 1.3236824 , 0.52395207, -0.24014246, 0.74239624, -0.3679925 , 0.3205475 , -1.1456791 , -0.41537613, -

0.39718813, 0.88882333, -0.53891885, -0.20150387, 0.01446951, 0.6354013 , -0.08637007, -0.54805744, -1.2462178 , 0.38198802, 0.34679273, -0.28592768, 0.11928679, -2.1618133 , 0.43178827, 1.09216 , -

0.71950316, -0.04210616, -1.5087821 , -2.394184 , -0.45722324, 0.24250408, -0.76553535, -1.5578682 , 0.83867776, 0.38286716, 0.5886777 , 0.5122274 , 0.44883823, -1.3950866 , -0.35604402, -0.6295576 , 

0.69025517, 0.6398138 , -0.05770196, -2.416862 , -0.23973551, -0.8567508 , -0.7291559 , -2.523155 , 1.4553387 , 0.6361114 , 0.9924784 , -0.11169419, 0.22437492, -0.2507475 , -0.26856107, 0.53949845, -

1.1851292 , 0.17885555, -0.38315326, 0.03275077, 1.8072227 , -1.5074537 , -1.1349179 , -0.5444046 , 0.7586687 , -0.7747308 , 1.9834089 , -0.47696033, 0.66633147, -0.36119518, -0.8989053 , -1.7966883 , 

0.00825803, 0.1388114 , 1.1683547 , 0.08934297, 0.87067634, -0.98572475, 0.27914166, -0.02042071, 1.1811678 , 1.3052669 , 0.9791624 , 1.212142 , 0.0181441 , 0.10483138, -1.085156 , -0.04211083, 

0.675902 , -0.21943243, -1.3313901 , 0.7350165 , -1.0284362 , -0.5541035 , -0.8795948 , -1.0417298 , 2.408506 , 0.00579852, 1.0256393 , -0.582659 , -0.4900261 , -1.204972 , -0.28112084, 0.48048767, -

1.2109681 , -0.34309953, 0.4173439 , 0.26477313, 1.0110562 , 2.0223713 , -1.286978 , -0.16485639, -0.44756722, -0.35208791, -0.26909143, 0.59798634, 0.48040786, -0.7384941 , 0.48305956, 0.42995507, -

0.10284406, -0.54781824, 0.65212375, -0.77108157, -0.04729264, -0.9115899 , -0.2056053 , 0.34044224, -0.0237956 , -0.463448 , -0.81562567, 0.99895877, 1.707139 , -1.1698173 , 0.4682625 , -1.8828306 , 

0.993622 , 0.49400324, -1.9299158 , -0.34951004, 1.2244098 , -1.4810432 , -0.7548568 , 0.06479688, -0.5405125 , -0.90758896, -0.95744497, 0.72464937, -0.35678014, 0.41903156, 0.7233655 , -0.3036149 , 

0.90327615, -0.70480585, 0.7264839 , 0.00355928, 0.8445486 , 0.32159144, -0.9807326 , 1.192596 , 1.0049342 , 0.05708446, -1.113806 , 0.4109819 , -0.7744063 , -0.38310182, 0.03304646, -0.89786255, -

0.57989573, 0.6799906 , 0.04563805, 0.9440519 , 0.39723313, -0.8074194 , 0.1965423 , -0.613417 , 0.3628303 , -0.17189214, 0.07141502, 0.42646605, -1.1086056 , 0.01169384, -0.7057444 , 2.2299435 , -

0.8784996 , -0.5183538 , -0.43004408, 0.89943284, -0.30851263, -0.8565704 , 1.3691305 , -0.5942844 , 1.2062376 , -0.02451441, 1.1630833 , -1.030303 , 0.52884644, 0.26784748, -0.3368032 , 0.9863467 , 

The vector representation of 
‘Standard booklet or culturally 
specific booklet’ in a relatively 
small model



Encoder / decoder 
architecture

• You might have heard the words ‘encoder’ 
and ‘decoder’ used

• ‘encoding’ is the process of taking text, and 
‘encoding’ it into a set of vectors which 
represent its location in the language model

• ‘decoding’ involves taking a set of vectors as 
input and generating the next most likely word 
in the sequence



Combining decoder and 
encoder features



Visualising topic ‘space’



There are lots of 
new tools 
emerging…

‒ ChatGPT

‒ ConnectedPapers

‒ Scite

‒ Elicit

‒ Claude (2)

‒ + many, many more!



(full list of tools) 
There are lots of 
new tools 
emerging…
‒ ChatGPT

‒ ConnectedPapers

‒ Scite

‒ Elicit

‒ Claude (2)

‒ Consensus (plugged into 
OpenAI)

‒ + many, many more!



But everyone is 
using them!

Can I use them?

Can we trust them?

Are they a gamechanger?



Important to understand 
the architecture of the 
tool

‒ Does it depend on language model to provide 
answers?

‒ If so, does the training data contain all the 
‘answers’ I need?

‒ And how reliable is it? (Does it make up 
answers?!)

‒ Does it use an external source of data?

‒ If so, what is the dataset? Does it contain all the 
answers I need?

‒ Does it synthesise the evidence? If so, how? 
Does it do it reliably? How can I know?





Does it enable me to draw on the sum 

of current knowledge?

Does it enable me to distinguish 

between reliable and unreliable 

research?
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Does it enable me to draw on the sum 

of current knowledge?

Does it enable me to distinguish 

between reliable and unreliable 

research?



Using question-answering 
capabilities



Using ChatGPT for screening

LLMs can classify without training data (so-called 'zero shot learning’) 

We see improvements across 'generations' of OpenAI's GPT models

'Prompting' is key: improving the prompt given can change results significantly ('prompt engineering’)

Screening performance based on studies included / excluded in Shemilt et al (2022)  Debunk, Inform, 

Avoid? Debunking vaccine-related misinformation: a rapid evidence review.  London: EPPI Centre

(Prompt contains contextual information about the review; short = 263 characters; long = 1,118 characters) 



Classifying 
types of 
study



Data 
(information) 
extraction

‒ Earlier language models lacked 
precision & limited context 
‘window’

‒ Newer models have larger 
windows and offer impressive 
early results

‒ E.g. Claude2, published by 
Anthropic







Extracted from text





The problem of bias



Embedding gender stereotypes in research..?

‘closest’ terms to ‘boys’ ‘closest’ terms to ‘girls’



Bias in ChatGPT



What are tool  
producers doing 
about it?

‒ Trying to remove ‘toxicity’ 
from training data

‒ Trying to pre- and post-
filter responses

‒ Reporting how ‘toxic’ their 
models score on 
standard tests 
(sometimes)

‒ But are still deploying the 
models



Technologies behind the tools

Is a language model,

not a database

Not comprehensive; not up to date; 

unsuitable for answering questions using 

research evidence

Elicit, EPPI Reviewer

+
Database + language model +

machine learning

Could be comprehensive (evaluation 

needed); summary tools do not (yet) take 

account of study size / reliability

ConnectedPapers

A database building on Open

Access data

Could be comprehensive and up to date 

(evaluation needed); more work required by 

user for synthesis

Claude 2

Using a large language model for

information (data) extraction

Constraining LLM to ‘look’ only at the 

document looks promising. Key is to limit 

possibility for ‘hallucinations’. (More 

research needed)



Conclusion
‒ Many promising new tools are 

available thanks to

‒ Open access data

‒ Increased compute resource

‒ Advances in NLP / machine 
learning technologies

‒ Really important to consider

‒ Issues of bias

‒ The dataset that the tool is using

‒ Whether summaries are based 
on full and reliable information

‒ Are generative LLMs a 
gamechanger? Probably!

‒ The question is how they change 
the game:

‒ towards increased reliability

‒ or increased uncertainty



Thank you

James Thomas

INSTITUTE OF EDUCATION

EPPI-Centre
Social Science Research Unit
Institute of Education
University of London
18 Woburn Square
London WC1H 0NR

Tel +44 (0)20 7612 6397
Fax +44 (0)20 7612 6400
Email eppi@ioe.ac.uk
Web eppi.ioe.ac.uk/

EPPI-Centre website: http://eppi.ioe.ac.uk

Email 

james.thomas@ucl.ac.uk
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